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SKA Phase 1 50 MHz 350 MHz 15 GHz…

Image/Video courtesy:  

SKAO, H2020 AENEAS project

• SKA-LOW  (50-350 MHz) : 131072 log 
periodic antennas, spread across 512 stations         
Maximum distance between stations: 74 km 

• SKA-MID (350 MHz – 15.4 GHz) : 197 fully 
steerable dishes, including the existing 64 
MeerKAT dishes 	 	 	 	 	             
Maximum distance between dishes: 150 km 

• SKA-HQ : SKAO headquarters located on the 
UNESCO World Heritage Site of Jodrell Bank

• SRC-Net (SKA Regional Center Network) : a 
world wide network of data/computing centers 
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Construction strategy

Credits: 

SKAO

• Target: build the SKA Baseline Design (AA4)  
• Not all funding yet secured, therefore following Staged 

Delivery Plan (AA*) 
• Develop the earliest possible working demonstration of 

the architecture and supply chain (AA0.5) 
• Then maintain a continuously working and expanding 

facility that demonstrates the full performance capabilities 
of the SKA Design 

• At the end of 2026, SKAO becomes the most powerful 
radio observatory on Earth 

Milestone Event (earliest) SKA-Mid (date) SKA-Low (date)

AA0.5
4 dishes 

6 stations
2024 Dec 2024 Aug

AA1
8 dishes 

18 stations
2025 Nov 2025 Oct

AA2
64 dishes 

64 stations
2026 Oct 2026 Sept

AA*
144 dishes 

307 stations
2027 Aug 2028 Jan

Operations Readiness Review 2027 Nov 2028 Apr

End of Staged Delivery Programme 2028 Jul 2028 Jul

AA4
197 dishes 

512 stations
TBD TBD
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Credits: 

Mark Sargent
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A lot more of information at SKAO webpage
Link

Plans for SKA Commissioning 
and Science Verification

Robert Laing
SWG, March 21 2023

https://www.skao.int/sites/default/files/documents/SKA_SWG_Mar2023v0s.pdf


Key Science Projects (KSPs)
• must demonstrate they address extremely compelling science 

questions
• may take up to 5 proposal cycles to complete (nominally 1 cycle = 1 

year)
• requires a Leadership Team to oversee the delivery of the scientific 

outcomes
• Leadership Team will normally be no more than 10 individuals

(one member will be the main contact for communications with 
SKAO, in place of a PI)

• Leadership roles are only open to scientists from Member 
countries; co-Investigators may come from any country

• Progress will be reviewed regularly by an expert panel; if the science 
goals are unlikely to be achieve the D-G may terminate or reduce the 
project

KSPs
(~50-70%)

PI-led
(~30-50%)

Indicative allocation split over 
first 5 years of normal 

operations



Key Science Projects (KSPs)

KSPs
(~50-70%)

PI-led
(~30-50%)

Each KSP proposal will be required to include:
• a detailed management plan describing the roles and responsibilities 
of each member of the KSP Leadership Team and the qualities they 
bring to the proposed science

• a plan for the reduction and analysis of Observatory Data Products 
(giving details of any secured resources at SRCs)

• a plan for the dissemination of scientific results to emerge from the 
project

• a justification for any investigators on the KSP proposal from non-
Member countries1

• a plan for the submission of ADPs into the SKAO Science Archive.

1a limit may be set on the fraction of investigators from non-Member countries.

Indicative allocation split over 
first 5 years of normal operations
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• Commissioning 
- Commissioning Scientist 
- Support Assumptions 
- Community Involvement 

• Science Verification 
- Science Verification Process 
- Stages 

• SKA Time Allocation Process  
- Guiding Principles 
- Access to SKA Resources 
- SKA Observatory Data 

Products 
- Proposal Types & Attributes

Slide  /

Science Verification
All activities that are executed to verify the Telescope system against its Level-0 
Requirements, i.e. to ensure that the Telescope system meets the needs of the 
science and operational users.

• Science verification will be implemented as a set of end-to-end tests of the 
system from proposal submission to data delivery.

• Each test verifies one or more observing modes.

• There will be a range of targets, with an emphasis on comparison with results from 
other telescopes.

• Modes may be verified periodically as array capabilities mature.

• The Science Operations Team performs Science Verification supported by the 
Commissioning and AIV teams.

• Science Verification is used to test reduction tools as well as observational 
procedures.

• SV provides feedback to the Commissioning and Operations teams.
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Slide  /

(Science) Commissioning

• Commissioning

• All activities necessary to arrive at a working end-to-end system that can be used to perform system 
verification. These include:

• setting-to-work

• integration testing

• system testing 

• execution and analysis of test science observations, with the aim of debugging the system. 

• Commissioning is a collaborative, interdisciplinary activity, requiring skills in astronomy / interferometry, 
signal processing, control and data-analysis software, as well as hardware engineering. It is a highly 
iterative process, usually involving several repetitions of each test.

• Boundaries between AIV (hardware and software), Commissioning and Operations are fundamentally 
blurred

• Science Commissioning

• The subset of commissioning which requires specification, execution and analysis of astronomical 
observations.

• This is separated out, since it will be primarily performed by a different group from that responsible for 
engineering commissioning.
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SKA Time Allocation Process: 
Access, Proposals, Review, & Allocation

• Principles of Access to SKA Resources
• Proposal Types

• KSPs …
• Telescope Access
• Proposal submission & review
• Extras

• Policy/regulation documents
• Definitions
• Member share accounting
• Road to science (indicative timeline)

And much more

SKA Time Allocation Process: 
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• Proposal Types
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Meanwhile…
• Data Challenges 

SDC1 
(2019)

SDC2 
(2021)
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Meanwhile…
• Data Challenges 

• Preparation of SKA Regional Centre Network 
(SRC-Net) Nodes 

SDC1 
(2019)

SDC2 
(2021)

SRCNet: Science Software Platform & Federation of Distributed Resources 
SRCNet 

Governance and policy: bridging geographic, political, organisational, technological boundaries, 
and pledging mechanisms 
SRCNet vision and principles: providing a vision and principles for the SRCNet that should 
inform the design, the development and the operation work 
Architecture: enabling scalability and deployment of a wide diversity of science-driven workflows, 
blurring lines between isolated silos (storage, networking, processing)  
Top-level SRCNet roadmap: describe SRCNet use case types  and actors, logical view of SRCNet 
modules and submodules needed for the SRCNet blueprint implementation, system process 
(execution environment)  and communication 
Cybersecurity and sustainability: at the SRCNet level,  heterogeneity and isolation  to be 
modelled by the SRCNet architecture and managed by the SRCNet policy 

Distributed FAIR data management: massive and diverse SKA observation and science data 
products, workflows, software librairies … 
Science-driven platform: enabling science-driven workflows and their data collections, 
patterns of where and how data are accessed, transformed and intermediate results managed 
Interoperability/Portability: internet-based software stack providing networking, storage, 
processing as services through shared protocols despite differences in implementation 
Open source and converged standards: foster broad consensus, transparency and adoption 
by the SKA science community 
Shaping strategy: incentives to foster voluntary adoption by all stakeholders far more 
desirable than a legislated or imposed approach by a legal organisation

Ensure that scientists can access SKA data products and use 
them to accelerate discoveries

SRC-Net

SRC-Net: What are we trying to achieve

Interoperability
Heterogeneous SKA data from different SRCs 

and other observatories 
Heterogeneous SRC resources

Support to Science Community
Support community on SKA data use, SRC 

services use, Training, Project Impact 
Dissemination

Science Enabling Applications
Analysis Tools, Notebooks,  

Wide-area Workflows execution 
Machine Learning, etc 

 

Distributed Data Processing
Computing capabilities provided by the SRCNet 

to allow data processing

Data Discovery 
Discovery of SKA data from the SRCNet, local or 

remote, transparently to the user 

Distributed Data Management
Dissemination of Data to SRCs and Distributed 

Data Storage

Distributed Data Processing
Computing capabilities provided by the SRCNet 

to allow data processing

Distributed data visualisation
Advanced visualisation tools  from SKA and other 

observatories
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SRC-FR strategy

• Synergies with the national data and digital infrastructures 
roadmaps 

• Synergies between the SRC-Fr node and LOFAR/NenuFAR 
• Synergies with Data Terra/ Gaia Data 
• Synergies with MesoNET 
• SRC-FR node: federated, distributed resources building upon  

regional sites (OSUs, regional data and mesocentres), national 
infrastructures (IDRIS, CINES, TGCC), and dedicated 
communication network (RENATER) 

• SRC-FR as a pathfinder for a national federated  A&A infrastructure 
(CNRS, CEA, CNES)  

• Human capital critically needed as well as collaborations with 
digital research and engineering communities (infrastructures, 
software) 

• How to fund this effort nationally with the organisms (CNRS, CEA, 
Universities) ? 

• What governance and business model in synergy with SKAO

GAIA Data / Data Terra

SRCNet: Science Software Platform & Federation of Distributed Resources 
SRCNet 

Governance and policy: bridging geographic, political, organisational, technological boundaries, 
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